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Abstract— One of the major reasons why systems are 

susceptible to  threats in many ways or the other is the lack of 

the know-how and a follow up system for the education 

rendered to users, who in most cases are the weakest point 

for any perpetrated system attacks. Security awareness 

should be viewed as a gyratory exercise, as the attackers of 

systems never cease to explore on better and easier ways to 

penetrate organisational systems. This paper presents a user 

awareness model based on a case study done in one of the 

corporate environments in Namibia. The proposed model is a 

product of the different key facets that are perceived to be 

detrimental to system security in any average organisational 

setup. One of the major contributions of the User Awareness 

Model (UAM) is a systematic and procedural assessment tool 

of the user practice towards computer systems security, 

which can be applied to any organisational environment with 

the flexible option to vary the combination of security needs 

variables.   
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I. INTRODUCTION  
Computer security is the process of preventing detecting 

and recovering from unauthorized use of your computer 

[1]. It can also be defined as tools designed to safeguard 

data and deter attacks [2]. Acts of protecting the computer 

are carried out by a computer user. 

Computer users are individuals or devices who use a 

computer system to perform some task. The users can be 

classified as procedures that trigger some action on the 

machine, an expert/technical user who develops, maintains 

or administers the system and an end user who uses 

applications running on the machine to do their work [3]. 

The human users have varying knowledge and 

appreciation of computer and are vulnerable to different 

breaches. For example developers are exposed to buffer 

overflows and other programming coding errors while end 

users can experience phishing, viruses, inconsistent errors, 

e.t.c. [3] For the purpose of this paper we will focus on the 

end user definition of the user. 

 In order to successfully protect the computer systems 

and information, the user should have an upper hand of 

managing and controlling the computer. Literature 

however still attests to the fact that most breaches are a 

result of Human Computer Interaction (HCI) issues [4], 

[5], [6]. According to [1], the fundamental dilemma to 

computer security is the security unaware user who has 

specific security needs but no security competence. 

There are 5 key aspects to HCI and these are: Nature of 

HCI (N), Use and context of computers (U), Human 

Characteristics (H), Computer Systems and Interfaces 

architecture (C), Development process (D) and are all 

applied to Project Presentation and examinations (P) [7]. 

The human characteristic in security is still the major 

concern for the security officers in different organisations. 

The human characteristics focus on User Experience, 

Interaction and behaviour, the relationship is depicted in 

Fig.1. Computer threats are usually propagated through 

desirable/ undesirable user behaviour. How can user 

behaviour be modelled for computer security? A common 

proverb states that knowledge is power. If users are 

knowledgeable of computer threats, security solutions and 

how to handle them, most of these issues will be 

minimised.  

 
Figure 1: The Relationships of HCI aspects 

Learning is a three stage activity made up of awareness, 

training and education [8], [9]. “Awareness is not training. 

The purpose of awareness presentations is simply to focus 

attention on security. Awareness presentations are 

intended to allow individuals to recognize IT security 

concerns and respond accordingly” [10]. Before training 

of hands on skills and education for knowledge acquisition 

it is necessary to provide the elementary need 

“awareness”. Awareness also features as one of the key 

security principles identified by Organization for 

Economic Cooperation and Development [11]. According 

to [12] security awareness offers the know-how of the 

significance of security within an organization; enlighten 

employees of their responsibilities, and expectations 

surrounding their responsibilities, in the fulfilment of 

information security necessities. It is also a source of 

direction around the implementation of a particular 

security function, as well as information about the security 

functions. 

Raising User awareness is therefore a tool that can be 

used to enhance computer security [13]. Correct training 

can empower users to be the strongest security strength 

(Navarro, 2007). However security responsibilities are not 

the user’s primary focus when they use the computer, 

hence it interferes [14]. 

Computer security can be modelled as a set of 

relationship between users and objects (operational 

policies) and its implementation in hardware and software 

components of the computer system. Security models 

focus on the implementation of security policies. 

“A model is an abstract, conceptual construct that 

represents processes, variables, and relationships without 

providing specific guidance on or practices for 



implementation” [15]. Of importance is to understand the 

construct we intend to come up with. In its simplest form a 

model presents relationships among variables and is 

technology independent [15]. On the other hand “A 

security model defines a method for implementing policy 

and technology” [16].  Our model will be independent of 

technology hence should be applied across different 

computer systems and security technologies. “Models 

provide guidance for the completion of work or the 

establishment of systems and refer to a representation of a 

real world phenomenon.” [17]. 

The paper will focus on developing a user awareness 

model for improving computer security by focusing on the 

key elements of user awareness. 

The paper will present computer threats, attacks, 

solutions, the case study where the research was 

conducted, the methodology followed to design the user 

awareness model, the user awareness model itself, the 

model review and conclusions. 

 

II. COMPUTER THREATS 
A threat is defined as a potential violation or breach of 

computer security by exploiting a weakness [2]. A 

computer threat is a violation of computer security. 

Examples of threats are unauthorized disclosure of 

information which violates the confidentiality goal of 

security, deception, disruption and usurpation [18], [19]. 

They can also be classified as interception, interruption, 

modification and fabrication [20]. When a threat is 

successfully carried out then it is an attack or security 

breach.  

Social engineering (phishing), Hacking , Spam, 

Malicious code (viruses, trojan horses, web scripts, 

malware(adware, cookies, spyware),  worms, botnets, 

zombies), Pharming, DoS, Spoofing ,War driving, 

Password cracking, Back/trap doors, Buffer overflows, 

Eavesdropping , Intrusion, Replay attacks and sniffing 

(penetration) are among the common threats to security.  

Different threats target different aspects of security, to 

fully address security one needs to consider the 

technology, process and people issues. Since security is as 

strong as its weakest link, it is vital to address this link, 

which in this case has in recent years been identified as the 

human aspect [21], [22], [23]). As such it is important that 

we focus on those threats that target the human security.  

Threats to the human aspects of security include: social 

engineering, phishing and these threats succeed in 

attacking the user mainly because, the users are not aware 

of how vulnerable they are and  which mechanisms are at 

their disposal to protect themselves. 

A. How are systems attacked? 
When a threat is successfully carried out it becomes an 

attack [18]. Attacks can be active or passive. Active 

attacks modify the information, while passive attacks do 

not modify the information. The main categories of attacks 

on computer systems include Malicious Code (Viruses, 

Worms and Trojan Horses); Reconnaissance Attacks; 

Access Attacks; Denial of Service (DoS) Attacks and 

Cyber-attacks. Depending on the attack being propagated, 

the attack method will include social engineering, 

Intrusion and sniffing (penetration), war driving, code 

injection, DoS, Buffer overflows and Replay attacks. 

Eavesdropping and traffic analysis are examples of passive 

attacks [2],[19] 

Security threats target security services which are meant 

to secure computer information. Security services include 

Confidentiality, Integrity, Availability, Access Control, 

Authorisation, Authentication, Non Repudiation and so on  

[2], [20]. 

Since security assumes multiple layers, the attacks are 

also directed to the different layers. Different authors 

present the security layers differently depending on the 

context; however all depict the products, people, policies 

and procedures [24]. [25] presented three layers of 

application security namely operational, tactical and 

strategic. The operational layer deals with User accounts 

and access rights, Password controls and Segregation of 

duties [25].The tactical layer  deals with  Security 

administration, IT risk management, Application patch 

management, Interface security and Audit logging and 

monitoring [25]. The outer layer is the strategic which 

deals with security policies and standards, user awareness, 

IT risk management framework and guidelines, IS 

governance metrics and reporting [25]. Operational cyber 

security risks are defined as operational risks to 

information and technology assets that have concerns 

impacting on the confidentiality, availability, or integrity 

of information [26]. 

The research focuses on the operational and tactical 

layer as the user is an element of this layer [24], [19], 

[25]). [26] present taxonomy of operational cyber security 

risks as follows: actions of people, systems and technology 

failures failed internal processes, and external events. The 

question is what are the critical security factors in play?  

 [27] identified knowledge of security awareness as one 

of the factors affecting information security as it can 

change user experience, perceptions, attitudes and 

behaviour with security features. 

B. Which Solutions are being employed?  
Security solutions are broadly classified as preventive, 

detective or reactive. Preventive solutions protect the 

information from being compromised. Detective solutions 

detect security violations that have occurred. Reactive 

security allows your information to be recovered from the 

damage perpetrated by the attacker.  

To secure computer systems several solutions have been 

proposed and used for decades now. Classification of the 

solutions include: user centred design methods, 

information security governance and risk management, 

physical security, operation security, access controls 

cryptography.  

The most popular solutions include: Secure channels, 

Firewalls, Backup, IDS/ IPS, Scanning, Access control, 

Cryptography, VPN, Certificates ad signatures, Antivirus, 

Disconnect from the Internet when Idle, Avoid following 

unknown Links, update all active programs, patching 

software, uninstall all inactive software  [24]. 

Information security management forms the basis of an 

adequate prevention security program to protect an 

organization’s information. Security management focuses 



on technical, physical, and administrative controls 

required to fully provide confidentiality, integrity, and 

availability of information. Controls are established 

through policies, procedures, standards, baselines, and 

guidelines [28]. 

Security awareness is one of the Information security 

management practices for risk management which are 

used to minimize information threats and attacks by 

identifying, measuring, and controlling”[28]. The 

awareness roadmap follows five stages namely: no 

awareness program, compliance focused, promoting 

awareness and change, long term sustainment and metrics 

[23]. 

To evaluate the effectiveness of these security solutions, 

metrics to enumerate the effectiveness and usability of 

security exist. Security usability metrics include: visibility, 

aesthetic minimalist design, learnability and satisfaction 

[6]. 

The last five solutions focus on human behaviour as a 

means of addressing security threats. End users need to be 

knowledgeable of the risk of staying connected to the 

Internet while not using their system as well as how they 

can easily fall prey to cyber criminals by clicking on 

unknown links.  

The third domain of the domain of the Certified 

Information Systems Security Professional (CISSP) 

Common Body of Knowledge (CBK) deals with 

information security governance and risk management. 

Some organisations have designed and implemented 

security awareness programs for all their personnel. 

C. Analysis of existing security solutions on 

threats  
Technologies are designed to address specific security 

problem, there is no one size fit all. Even with the right 

solution, there is needed to be correctly applied by the end 

users for them to be effective. Users are usually 

challenged when it comes to understanding and applying 

these solutions when they are not aware of the risk they 

are exposed to, the implications of having inadequate 

security, the correct way to apply the technology to protect 

their systems.  

 

III. THE CASE STUDY SETTING 
 

A case study research was followed as it allows 

researchers to gather realistic data of the phenomenon 

being investigated in social and behavioural scientific 

research. It is a detailed inquiry of an issue used to 

evaluate the authenticity of the problem [29],[30]. 

A qualitative case study of an academic institution in 

Namibia’s students from 5 faculties was conducted.  The 

Institution is located in the Namibia’s capital city 

Windhoek and has around 13400 students enrolled per 

annum. The students have access to computers in 

laboratories and the library.  

A. Methods  
For in-depth study a case site was purposefully selected 

for its diversity of participants which enables the 

researcher to have a general view of awareness across the 

institution. Stratified and convenience methods of 

purposeful sampling were used. Stratified demonstrates 

features of specific subcategories of the whole population 

being studied and enables comparisons between the 

different categories. Due to varying knowledge of 

computer systems and security issues there was a need to 

represent students from all faculties and look out for 

variations among the different fields of study. On the other 

hand convenience sampling allows for the first available 

participants in the strata to take part in the study. Students 

from Management (Accounting and finance; Economics), 

Human Sciences, Engineering, Information Technology 

and Natural Resources & Tourism were targeted aiming 

for a minimum of `10 responses from each faculty. 

 Data analysis was qualitative and requires rigour; 

therefore a sample of 25 is sufficient [31]. The data that 

were gathered were classified according to target questions 

or characteristics, to allow for effective analysis. The 

classification was based on research aims and objectives. 

After classification of the data, connections among 

different categories were established. The categories form 

the concepts or variables for the formulation of the model. 

B. Procedure  
A survey was carried out to understand the student 

security awareness levels in the case site. We gathered 

information about: students’ knowledge of the security 

threats; awareness of computer security policies in the 

college and security technology/solutions usage among the 

students as well as the programs used. 

The objectives of the study were presented to the 

respondents in the survey introduction. Students made a 

voluntary informed choice as to whether or not to 

participate in the survey. The responses were treated 

anonymously and confidentially. 

Questions were closed so they were meant to assess the 

situation. The survey tool was pre-tested with 5 students, 

after which it was deployed to target participants. 

C. Participant selection 
Students from the five faculties were purposefully 

selected, as an equal representation of the faculties was 

required for comparison purposes. 

D. Data Analysis 
The data was categorised according to awareness 

element which were being investigated, namely security 

threats, security solutions, security policies and their 

faculty affiliation. 

E. Results 

Students from IT are aware of security threats and 

solutions compared to the other faculties.  Engineering and 

Natural Resources & Tourism showed a good awareness 

level, however the same could not be said of the other two 

schools except on viruses and worms. The results reflected 

a very low awareness of phishing and social engineering in 

general. The two low areas are human related. When it 

comes to policies the wireless and general computer usage 

are very popular, this could be attributed to the college 

culture. Before any mobile device can be joined to the 

Campus Wi-Fi the student is required to read the policy 

and sign a consent form. All labs have a general computer 

rules and in order for the students to gain access they need 

to register with their lab technician for an account and 



during this exercise they are required to read the general 

computer usage policy. This s also reflected in their 

knowledge of passwords as a security mechanism. 

However when it comes to email, network and ITS 

policies only IT students had an upper hand, which can be 

attributed to the nature of their studies. In a comparative 

study carried out by [27] among staff members in the case 

site the a similar trend was observed. Policies stipulate 

how users should behave or act  with technology in the 

case site, however there is no sytematic awareness 

program being implemented. Beside the general computer 

usage and wireless policies which users learn about upon 

getting access to the resourses, the rest are not well 

publicised. There is need for developing and implementing 

a security awareness strategy. Development of the 

program is the first stage, therefore it is necessary to  

understand what needs to be addressed, come up with a 

model to follow which can be applied all the times 

iregardless of the security oficer in charge before 

cosidering how the awareness program can be 

implemented. The following section will present the 

process followed in designing the user awareness model 

for this context. 

 

IV. DESIGNING THE USER AWARENESS 

MODEL 
 

The model development will follow a three step level 

involving: identifying the variables through literature 

study and evaluation of existing models; identifying and 

explaining the relationships through analysis of survey 

results, and developing the model [32].   

 

In this section an analysis of security awareness models 

will be presented. Most of the existing models in literature 

focus on evaluating security awareness/ or the programs 

used to attain the security levels [33], [34] as well as to 

provide an awareness process or roadmap [35], [23], [10] 

provides different models for developing awareness 

programs. There are models developed to measure 

awareness maturity [23]. 

 

 All models presented by the different authors do not 

analyse user awareness on a granular level and are biased 

towards organisational security. Trends in ICT deployment 

have since shifted towards mobile devices; these devices 

are owned by individuals hence security is now at a 

personal level. BYOD integrates these personal devices 

and business activities hence personal and organisational 

threats are similarly integrated. 

 

Extended general deterrence theory (GDT) model, 

behavioural intention model (BIM) and information 

security awareness (ISA) classification scheme closely 

relate to our study and the summarised analysis is 

presented in table 1, later on components of the proposed 

model are identified. 

 

 

 

Table 1: Analysis of Models 
Literature What When Where Why  

The 
extended 

General 

Deterrenc
e Theory 

model 

[36] 

Security 
countermeasures 

Security policies; 

Security 
Education 

Training and 

Awareness 
(SETA) program 

and Computer 

monitoring 
Sanction 

perceptions 

- Organisation  To avert 
misuse 

Classifica
tion 

scheme 

[37] 

Security 
awareness 

classification 

- Organisation To 
identify 

and 

classify 
unclear 

aspects of 

security 

awareness 

approache

s. Role of 
IS 

stakeholde

rs, 
Desirable 

outcome 

Behaviou

ral 
Intention 

Model 

[35] 

Policy 

compliance 
Security culture 

 

- Organisation  to enhance 

informatio
n security 

culture  

promote 
acceptable 

informatio

n security  
behaviour  

 

The extended GDT model by [36] presents the impact 

of user awareness of countermeasures on perceived 

intention and information misuse.  They used severity of 

sanctions as an influencing factor on overal behaviour as 

well. The model presents what the user need to be aware 

of, in this case security policies; security education 

training and awareness (SETA) program and computer 

monitoring, why they need to be aware of these elements, 

in an organisation setup. 

 

The BIM is a combination of best elements of three 

theories: theory of reasoned action (TRA) which deals 

with behaviour intention (BI) influences; protection 

motivation theory (PMT) which attest that behaviour 

intention is a result of perceived danger and impact; and 

behaviourism theory (BT) which states that behaviour 

change is evidence of learning and can be attained through 

conditioning [35]. The resultant BI of applying the 3 

theories is a behaviour shift towards security compliance 

and positive security culture in organisations. 

 

The ISA classification scheme by [37] presents six 

domains of security awareness which start with distinction 

of awareness, training and education; desirable outcome 

(objective of the awareness); evaluation approaches 

(metrics); process (organisation) or product  aspects; role 

of IS stakeholders and conditions intervening to success. 



The two models and the ISA scheme presented do not 

go beyond the organisation context and they make no 

reference to when the awareness can be applied or 

enumerated. Based on this analysis, identification of 

variable then follows. 

 

The variables for the model are the constructs that need 

to be related in order to address user awareness. The 

dependant or criterion variable is what propels the 

research, in this case user awareness. The factors that 

influence it are the independent variables which were 

identified as what, when, where and why. The following 

section will discuss the independent variables in detail 

with reference to selected awareness models which closely 

relate to our work. 

 

  What do they (users) need to be aware of? The user 

needs to be aware of the security threats they are exposed 

to when they use computers, security solutions they can 

implement to protect their information, secure behaviour 

that is expected of them (their role) and the importance of 

the different types of security policies they need to adhere 

to for effective security. [34] Identified 3 elements that can 

be measured to give an overall security awareness level for 

organisation setups. The elements were constituted into a 

model. These elements are Knowledge (what the users 

know focusing on policies and passwords), Attitude (what 

they think/ perceptions about the aspect) and Behaviour 

what users do). The attitudes and behaviour will not be 

addressed in this paper.[PWC also] 

 

When do they (users) need to apply the awareness? 

When they actively interact with their computers both 

offline and online, as well as when they leave their 

computers idle. Different threats operate in different 

modes, some need the user to execute an action while in 

some cases access to a running computer is sufficient for 

the attacker to carry out their actions. 

 

Where do they usually attack? Do you know that your 

information is the target? Security attacker/ hackers can 

attack computers used at personal or business levels. The 

computers that connect to public networks are the most 

vulnerable, however even the protected ones are often 

exploited as well. There are attacks that target online 

(connected to the internet) and those that can attack offline 

machines.  How? 

 

Why do users need to be aware of computer security 

threats, solutions, behaviour and policies? In order for 

users to behave in ways that do not compromise security, 

prevent attacks on their information and ensure that they 

are always up to date. 

 

 

V. THE USER AWARENESS MODEL (UAM) 

A. The refined ingredients 
As a sequel to section IV above, we will make the 

reader understand the specific ingredients we used in our 

model and may want to justify why we focused on such 

ingredients and exclude others, if we might have proposed 

to do so. 

 

B. The key pillars of the User Awareness Model 
Building the user awareness model, based on the 

sources and possible solutions to attacks and threats, the 

following are the key building blocks. 

 

What?  There is need to establish the sources of 

security points. At this stage, it is all about sensitising 

users on the threats and the policies designed or to be 

designed.  

 

When? This level is trying to establish the conditions 

that attacks or threats could occur and require that users be 

aware of the safe practice to extend when using their 

various computing devices. This is a stage that explains 

why such practice where users leave their machine idle 

while connected to the computer; this is one of the 

practices that may cause passive attacks of their devices. 

 

Where? The need to establish the necessary precautions 

to advance depending on the places users will be operating 

from or interacting with, is quite key. Considering 

workplaces for instance, they may have some level of 

security levels in place, like firewalls; in comparison 

public access points may not extend an equal security to 

data or device components, which increases the level of 

security risk. 

 

Why? Users interact with security messages on their 

computers and are constantly required to make informed 

choices. Technology can protect systems, however users 

control the technology; therefore it is essential to raise user 

awareness in that regard [38], [39], PWC, [40]. Giving 

some explanation as to why users need to consider security 

practice as their main responsibility and taking care of 

their actions, will pave way to the broader appreciation of 

the security objectives. This will improve acceptance 

levels of policies, solutions and best practices [38], [41]. 

Research by [37] focused on these as desirable outcomes 

and roles of the information security stakeholders. 

Protection Motivation Theory (PMT) is well known for 

forecasting an individual’s plan to employ defensive 

actions [42]. According to [35] Information security 

awareness and training impart knowledge in users and 

supports in encouraging protection. 

 

 

 

 

 

 

 

 

 

 

 

 

 



C. The User Awareness Model (UAM) 

 

 
Figure 2.The User Awareness Model 

 

VI. APPLICATION OF THE USER AWARENESS 

MODEL 
The proposed user awareness model proposed in this 

paper follows a simple decision flow approach, by asking 

the right and critical questions, the awareness could be 

extended to the concerned parties in a security domain 

scenario. The users or devices that need to exercise 

security checks and applications will be equally equipped 

to validate the necessary pressure points.  The four key 

questions that build the pillars of the proposed user 

awareness model (What? When? Where? and Why?), aid 

those concerned with security applications to ask the right 

questions and if they can avail the right solutions to such 

questions, they would have built a relatively strong 

security environment for their organisation or for personal 

protection.  

 

We therefore propose a cascading flow of the model’s 

application, which entail, if a what question is asked, we 

are likely to open the options to consider all the possible 

sources of threats and work around them. The when, 

question will give a high level view of the likely 

occurrences of the identified threats at that level. 

Considering the where level, there is a contextualisation of 

the possible security concerns to be weary of.  

 

Precisely, the proposed user awareness model is crafted 

on the simple premise that, if we can answer the key 

questions, we may have, as to what may cause security to 

be the primary responsibility, when do they need to 

exercise such responsibility, where they have to exercise 

such responsibility and why they need to exercise such 

responsibility. Such procedural security awareness plan 

may yield reasonable practical results, as users are 

motivated to consider every detail of security within their 

sphere of influence.   

 

VII. A REVIEW OF THE USER AWARENESS 

MODEL 
A technical review of the user awareness model will 

obviously point to the inability to spell the specific 

solutions that can be applied at each of the level of 

awareness that are depicted in this paper. We therefore 

recommend that, depending on the context in question, 

once users are sensitised on the key pressure points to be 

on the lookout for, the relevant technical prevention 

solutions be put in place. An awareness exercise is not 

security itself, but clears the way for security 

implementation, sustenance and continual improvement.    

 

This simplified model is flexible for application across 

main domains and can be fine-tuned to suit particular 

organisational setups and functional areas that may require 

security awareness campaigns. We consider this model as 

a turnkey solution to security first level needs. If an 

organisation desire to extend an educational stature to its 

security needs, applying the four key pillars of the UAM 

model presented here, will ease up the planning and 

implementation process.  

 

VIII. CONCLUSION & RECOMMENDATIONS 
 This paper tackled the challenge that faces many 

security strategies. Many security implementations 

overlook user awareness, which could be very vital in 

ensuring the organisational or individual security levels 

are heightened.  Implementing and designing security 

policies without communicating to users, is normally a 

futile exercise.  

 

Based on the proposed model (UAM), in this paper it is 

clear, that user awareness is not a once off exercise, at 

every stage of the security life cycle, the model could be 

consulted and applied accordingly. A pre-awareness and 

post awareness campaign when deciding on a security 

solution to implement could be extended.   

 

We envisage this proposed model will provide a 

systematic and procedural way to assess the user practices 

towards computer systems security in organisations. The 

model can also be used to inform the development of 

relevant tools for measuring the impact of security 

awareness programs. 

 

We recommend the need for validation of the model 

presented in Fig. 2, by experts in the field of computer and 

network security. Practical implementations on an 

experimental basis are highly encouraged as this is work in 

progress. We can only confirm the existence and 

practicality of a fine churned model after all the necessary 

model design and testing procedures have been executed 

to the latter.  
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